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Broadening the interpretation of bias1 within the artificial intelligence (AI) ethics2  and 

responsible AI3 discourse regarding the relations between machine-learning systems and 

children (age group 7-11 years) is pivotal. AI-mediated discriminatory exclusion has the most 

profound effects on children. However, mitigation mechanisms lag far more behind than 

concerning adults4. Developmental psychologists underlined that whereas discrimination can 

severely detriment children’s psychological and physiological health and development5, 

allowing children to cultivate a strong sense of culture, gender6, identity7, and by this self-

worth constitute the best long-term defense mechanisms against discriminatory effects. 

Broadening the interpretation of bias diverts from the mainstream discourse, which usually 

equates bias8 with prejudice or discrimination and frames it (only) as something to eliminate. I 

propose alternatively to interpret bias as a preference or prioritization and distinguish between 

positive biases (pro-diversity, pro-inclusion) and negative biases (discriminative).   

Research on why and how to amplify diversity and inclusion as core ethical values 

within children-AI relationships and against AI-mediated, discriminatory effects is scarce. This 

requires urgent addressing because, although AI technologies cannot be designed as fully 

artificial moral agents9, children can perceive them, next to humans, as fulfilling moral 

authority. Perceiving a moral authority to discriminate sets detrimental examples for children. 

When defining artificial intelligence, this article follows Russel’s and Norvig’s 

conception which views AI systems as intelligent agents that can communicate with 

reasoning10. Such reasoning, however, cannot be completely bias-free11, because that would 

undermine AI’s purpose. By following Gill’s argument to approach AI as human-machine 

symbiosis in which human-machine and human-human relations are collectively understood: 
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when I argue for positive bias, I also argue for more emphasis on the purpose of humans12. 

Regarding children, Dewey views “growth as an end”13 and the purpose of children and their 

education. Therefore, adding growth to the principles for human-AI value alignment14 by 

cultivating children’s sense of identity and diversity as positive biases would not only be fair. 

This would holistically foster: 1) children’s psychological well-being; 2) their capacity to 

imbue these values with their meanings; 3) children’s right to identity (Art. 8) and non-

discrimination (Art. 2) as defined by the United Nations Convention on the Rights of the 

Child15; 4) the “diversity, non-discrimination and fairness” principle of the EU High-Level 

Expert Group’s Guidelines on Trustworthy AI16 and the recommendations of UNICEF’s Policy 

Guidance on AI and children17.  

Consequently, this research asks: What challenges and opportunities are there to 

cultivate positive biases in children-AI relations in order to foster children’s diversity-minded 

and inclusive moral development, and what recommendations can be formulated so that AI can 

amplify positive biases for children and society?  

To answer this, the article synthesizes theoretical discussions on discrimination and 

identity within developmental psychology, AI ethics, responsible AI, and children's rights to 

specify challenges and opportunities in mitigating negative and amplifying positive biases. It 

recommends open educational and co-creational spaces to amplify positive biases as 

requirements for children’s growth.  

Such spaces would generate the following activities: 1) co-creative meaning-making18 

sessions with children on the values of identity, diversity, and non-discrimination; 2) aligning 

these meanings in children-adult; children-children and children-AI relations through 

interactive ethical, educational reflections and co-design scenarios. All these activities would 

include, but not be limited to: dialogue; art; craft; play sessions to discover and align children’s 

value meanings. These activities would be based on Dewey’s experience-based educational 

methods19, Verbeek and Tijink’s guidance-ethics methods20, and responsible co-design21. The 

gained transdisciplinary insights would offer input for non-formal and formal educational 

curricula for school teachers and children; ethical, legal, and design frameworks22; and 

children-centric trustworthy AI solutions. Amplifying positive biases in such spaces would 

ultimately cultivate children’s development of self-worth and capabilities to worthy others in 

their AI-mediated relations. 
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